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ABSTRACT 

Wireless underwater networks are being considered for a variety of applications. To 

make these applications viable, there is a need to enable reliable communications 

among underwater sensors and devices. Wireless underwater communication is a 

challenging task because most of the common communication means do not work 

well in water. Since acoustic communication systems provide very low bandwidth and 

radio waves do not propagate in water, underwater optical wireless communications 

are being considered. 

The main focus of this thesis is to understand the performance of the underwater 

optical wireless communications. Computational experiments are performed to study 

a proposed topology control scheme in preserving a full connectivity network while 

reducing the risk of hot spots causing congestion in the network. 
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CHAPTER ONE 

INTRODUCTION 

Water domain takes up 70% of the earth space. Unlike terrestrial communication 

where numerous communication means are accessible, underwater communications to 

date are still left far behind. Collaboration of underwater sensor nodes enables the 

various applications of oceanographic data collections, pollution monitoring, offshore 

exploration, disaster prevention and tactical surveillance [ 1]. To make uses of these 

applications in underwater domains, there comes the need of underwater 

communication among these devices. 

Wireless underwater communication is a challenging task. Most commonly used 

communication means which are well established for communications in air cannot be 

applied in water. Despite the greater success of radio transmission in terrestrial 

domains, radio waves do not propagate in sea water. At present, acoustic 

communication systems are the main underwater communication means due to the 

exceptional performance of sound propagation in water [2]. Acoustic systems are 

capable of handling communication range up to 100 meters; however, its maximum 

data transmission rate cannot exceed 10 kilobits per second (kbps). 

Despite the fact that underwater (u/w) wireless optical communication systems 

can have even shorter communication ranges as a result of greater attenuation of light 

propagating through water, these wireless optical communication systems may 

provide higher bandwidth (up to several hundred kbps) communications as well as 
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covertness. One way to deal with the severe spectral attenuation in water is to use 

the blue-green LED [3]. As seen in Figure 1-1 , the blue-green region of the visible 

spectrum provides the least attenuation. 
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Figure .1 Spectral attenuation coefficient of ocean waters [4]. 

The focus of this work is on the performance of the underwater optical wireless 

communications. Our particular focus is on the construction of topology control 

technique to preserve a full connectivity network and at the same time to reduce the 

congestion at any particular nodes. Instead of using the standard hop count scheme, 

emphasis is placed on the use of a reasonable node degree for path selection in order 

to avoid hot spots in any particular fraction of the network. 

Due to the unavailability of the statistical regularity of randomly distributed 

underwater networks, basic simulation studies do not always reveal certain 

characteristics of the influence of the topology control in the routing process. 

Therefore, the simplified assumptions are used for the initiation of the computational 
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experiments with the emphasis on the topology control and its influences in the 

routing process. A semi-analytical model and its implementation in software for 

testing arbitrary network configurations is developed and included as part of the 

thesis. 
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CHAPTER TWO 

OVERVIEW AND BACKGROUND 

2.1 LITERATURE REVIEW 

2.1.1 Wireless Sensor Network (WSN) 

Sensors nowadays can be obtained at a very low price. These sensors are tiny 

and in some cases are taking the form of dust. However, they may be capable to 

provide storage and even communication capabilities. 

Sensors are being applied in many circumstances. In the health-care industry, 

sensors allow continuous monitoring of life-critical information. In the food industry, 

biosensor technology applied to quality control can help prevent rejected products 

from being shipped out; therefore enhancing consumer satisfaction levels. In 

agriculture settings, sensors can help determine the conditions of soil and moisture 

level; they can also detect other bio-related components. Sensors are also widely used 

for environmental and weather information gathering. They enable us to make 

preparations in times of bad weather and natural disaster. In the underwater world, 

sensors allow continuous monitoring of temperature, salinity, acidity and specific 

chemicals. 

A wireless sensor network is one form of an ad hoc wireless network. Sensors 

are wirelessly connected and they, at appropriate times, relay information back to 
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some selected nodes. These selected nodes then perform computations based on the 

collected data (a process commonly known as data fusion) to derive an ultimate 

statistic (that reflects an assessment of the environment and tactical conditions) to 

allow critical decisions to be made [5]. 

In [5], several unique features can be identified with wireless sensor networks 

(WSN): 

(1) Inherent distribution: The sensors are widely distributed all over a physical 

space, and are primarily connected wirelessly. 

(2) Dynamic availability of data source: The set of available sensors changes over 

time as a result of mobility, addition or loss of sensors. 

(3) Constrained application quality of service demands: Minimum quality of 

service (QoS) is required for sensor network; however, this level must be 

maintained over an extended period of time. There may be many ways to achieve 

the QoS. For instance, various sensors may monitor over the data or services that 

meet the applications' QoS requirements. However, the set of QoS requirements 

can change over time, as the state of the given applications and/or the set of 

available sensors change. 

( 4) Resource limitations: Both network bandwidth and sensor energy are constrained. 

This is especially true when considering battery-powered sensors and wireless 

networks. 

(5) Cooperative applications: Sensor network applications share available resources 

(such as sensor energy and channel bandwidth) and either cooperate to achieve a 

single goal, or, at the very least, do not compete for these limited resources. 
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2.1.2 Free Space Optics (FSO) 

Free Space Optics (FSO) communications refer to the transmission of 

modulated visible or infrared (IR) beams through the atmosphere to obtain 

optical communications [6]. FSO is also referred as Free Space Photonics (FSP) 

or Optical Wireless Communication. Similar to Fiber Optical Communication, 

Free Space Optics (FSO) uses lasers or light emitting diodes, LEDs, to transmit 

data instead of enclosing the data stream in a glass fiber; transmission is carried 

via the free space. 

Figure 2.1 FSO links when no direct link fiber optic network is possible [7]. 

FSO provides several umque advantages. FSO avoids interferences with 

existing RF communication infrastructures [8]. FSO can be cheaply deployed since 

government licensing is not required. FSO is not susceptible to "jamming" attacks, 

and provides a convenient bridge between the wireless sensor network and the 

optical fiber network. Most importantly, FSO networks enable high bandwidth 
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transmissions, which make it possible to support multimedia sensor networks [9]. 

The main limitation of FSO is the requirement of a direct line-of-sight path 

between the sender and the receiver. Another main disadvantage associated with 

FSO is the uncontrollable transmission medium. The effects of weather conditions, 

atmospheric distortions, scintillation, and attenuation can only be minimized or 

compensated by other sophisticated optical transmission equipments. Applying FOS 

above the water and under the water is very similar. The major difference is the 

wavelength of operation. J-y 

2.1.3 Optical Sources and Detectors for Underwater Communications 

Newly developed LEDs emit substantial light and can be obtained iyexpensively. 

LEDs now can emit up to several watts of power and the angle divergence of the light 

can increase up to several tens of degrees. If multiple of these LEDs are placed in an 

array, the resulting output power can be very substantial. 

Advance in photodiodes allows pulses as narrow as several nanoseconds to be 

responded, such as avalanche photodiodes. Balance between speed and sensitivity is 

needed for photodiode. A typical arrangement is to use transimpedance amplifier in 

amplifying the current from the photodiode. Using this arrangement, the data 

transmission rates can be as high as several hundred kbps [2]. 

According to [10], it is not an easy task to find out the optimal wavelength for 

use in underwater communication systems since it can be affected by many factors. 

However, it is clear that light absorption in water increases towards the red and 
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infrared part of the spectrum. Minimal absorption occurs for wavelength between 

400nm and 500nm in the blue-green portion of spectrum. 

2.1.4 Underwater Sensor Network Communication Architecture 

Two possible underwater sensor network communication architectures can be 

considered as follows: 

(1) Two-dimensional underwater sensor network/or ocean bottom monitoring. 

Figure 2.2 shows the architecture for two-dimensional underwater networks. A group 

of sensor nodes are located on the bottom of the ocean for data sensing. By means of 

optical links, these underwater sensor nodes are interconnected and relaying data back 

to a surface station. However, considering the long distance between these ocean 

bottom sensor nodes and the surface station, it might not be practical aving all the 

sensor nodes send the sensed data back to the surface station. One or more underwater 

sinks (uw-sinks) may be included taking the responsibility of collecting data from all 

sensor nodes and relaying the collected data from the ocean bottom network to a 

surface station. Sensor nodes can be connected to uw-sinks via direct links or through 

multi-hop paths. In the former case, each sensor directly sends the sensed data to the 

selected uw-sink. This is rather simple from the network point of view. However, this 

might not be energy efficient since the uw-sink may be located far away from the 

sensor nodes. In the case of multi-hop paths, sensor nodes relay sensed data to 

intermediate sensor nodes for relaying to the selected uw-sink. This increases the 

routing complexity in such a network. However, energy saving and increased network 

performance can be expected. 
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Figure 2.2 Architecture for 2D Underwater Sensor Networks 
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(2) Three-dimensional underwater sensor network for ocean column monitoring. 

Figure 2.3 shows the architecture for three-mensional underwater networks. Three-

dimensional underwater networks are used to observe and monitor phenomenon that 

cannot be adequately observed by means of ocean bottom sensor nodes such as 

collection of oceanographic data in different ocean depths. In three-dimensional 

underwater sensor networks, sensor nodes are float at different depths of the ocean in 

order to observe the given phenomenon from different depths. One possible way to 

control the depth of the sensor nodes is to wire the sensor nodes to a surface buoys. 

By adjusting the length of the wire, the sensor nodes attached to this wire can be 

placed at different depth of the ocean. However, this is not a practical way since 

multiple floating buoys may obstruct ships navigating on the ocean surface or in the 

military settings these sensor nodes can be easily detected by enemies. Another way 
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dealing with the depth of location is to anchor these sensor nodes to ocean bottom and 

equip these sensor nodes with a floating buoy that can be inflated by a pump. The 

buoys push these sensor nodes to the ocean surface. The depth of the sensor nodes can 

be adjusted using the wire that connects the sensor nodes to the anchor electronically 

by an engine that resides on these sensor nodes. This 3D structure needs to take 

special concerns in sensing coverage and communication coverage. In order to obtain 

samplings of the desired phenomenon at all depths, sensor nodes need collaboratively 

regulate their depths to achieve full column coverage according to their sensing 

ranges. Since there is no notion of uw-sinks in 3D underwater sensor networks, sensor 

nodes should be able to relay their sensed data back to the surface station by means of 

multi-hop paths. Therefore, it is important that the network topology is always 

connected. That is at least one path is always available from every sensor to the 

surface station. 

onshore sink 

• rii onshore 
.... sink 

~surface 
sink 

~ sur~ace 
~ station 

~ anchored 
j uw-sensor .. 
t vertical link 

Figure 2.3 Architecture for 3D Underwater Sensor Networks. 
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2.1.5 Underwater Sensors 

Figure 2.3 shows a typical internal structure of an underwater sensor to use with 

optical communication. It consists of CPU, which is the main controller in the unit. 

The CPU is interfaced with an oceanographic instrument or so called sensor through a 

sensor interface circuitry. The controller receives sensed data from the sensor, stores 

the received data in the onboard memory, processes the data and then relays the 

processed data via the optical transmitter to other network devices [11]. 

SENSOR 
INTERFACE 
CIRCUITRY 

t 
LA I 

OPTICAL 
TRANSMITTER/ 

RECEIVER 

CPU-ON BOARD 
CONTROLLER 

I SEN~~ncr -~ j 

Figure 2.4 Internal architecture of an underwater sensor node. 
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CHAPTER THREE 

METHODOLOGY 

3.1 Network Platform 

The underwater network in interest is a network consists of numbers of nodes 

that are connected by means of optical links. The blue-green semiconductor is 

assumed for the light source to be used in the optical transmissions. 

3.2 Node Design 

Due to the line-of-sight requirement and limited angle aperture of spectrum beam 

of wireless optical communications, nodes in the underwater networks are vital to 

have multiple optical transmitters/receivers in order to transmit and receive data from 

their first neighbor nodes simultaneously. In the computational experiments, every 

node contains 3 or 4 numbers of optical transmitter/receivers. This network structure 

is considered as a quasi-two dimensional network where a node is capable to cover 

different transmission directions in the same depth of the water. Due to the fact that 

the pressure of water increases towards the depth of water, it is difficult for a node to 

transmit the light towards the bottom of the ocean where the multi-path dispersion can 

be very severe. Figure 3.1 and 3.2 show the schematic block diagrams of the 

underwater networks. Figure 3.3 shows the schematic block diagram of the 

multi-section optical transmitters/receivers. 
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Figure 3.1 Schematic diagram of the underwater diver network with three optical 

transmitters and receivers with a buoyant. 

Figure 3.2 Schematic diagram of the underwater static network with four optical 

transmitters and receivers with a buoyant. 
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~' Beam 3 

Node with 4 optical 
transmitters/receivers 

Beam 2 Beam 3 

Node with 3 optical 
transmitters/receivers 

Figure 3.3 Schematic diagramofthe multi-section transmitters/receivers. 

The nodes in the underwater network must be capable of asynchronously 

receiving and transmitting information in the form of packets of variable length 

among multiple input/output optical ports. It is assumed in the computational 

experiments that only one output port is activated at a time. The data flow is 

controlled by a FIFO buffer, using the M/M/1 queuing model for the computational 

experiments. The total traffic arrival rate (A. Total) per one active node is 

C' IN 

A Total (3.1) 

and the mean service Rate, µ, is 

µ = R1 + R2 + ... . ... .. .... +RN (3.2) 
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Figure 3.4 A basic optical node design. 

3.3 Topology Control 

Topology control is employed to dynamically reconfigure node connectivity by 

means of minimizing the number of input ports and at the same time minimizing the 

number of output ports. Topology control in this manner helps mitigate the effects of 

dispersion and attenuation in the underwater wireless optical communications. The 

set/ring construction algorithm is proposed to carry out the topology control scheme 

and implemented in the computational experiments. To evaluate the effects of 

topology control in the routing process, computational experiments are performed for 

network configurations with topology control and without topology control. 

Due to the technological constraints in underwater optical communications, the 

underwater optical communication ranges are limited to a very short distance. As a 

result, such a communication system should include only a small number of nodes 

that are located in close proximity within the transmission range of each other. In 
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additional to this, all nodes in this underwater network are equipped with 3 or 4 

optical sources that are aimed to different directions for transmission. Therefore, it is 

sufficient to have a flat topology for such an underwater network. 

3.4 Set/Ring Construction Algorithm 

From an algorithm point of view, the process of ring construction is a topology 

control technique. The connectivity matrix is an input to the algorithm and the ring 

connectivity matrix is an output of the algorithm. By means of topology control 

schemes being performed on the input connectivity matrix the resultant ring 

connectivity matrix is the reconfigured node connectivity. Figure 3.5 shows the 

schematic view of a ring construction process. 

hiput: N1m1bcr of Nodes, N 
Com1cctivity Matrix , 
cm(i](j] 

* 

Ring 
Constmction 

~ -r-

Output: Resultant Ring 
Cooocctivity Matrix, 
ring [ i][J] 

Figure 3.5 A schematic view of a ring construction process. 

In the proposed ring construction algorithm, the network is first split into 

independent rings or sets of strings where the exchange of node-degree information 

among first neighbors allows one to activate a distributed algorithm for the selection 

of a central node. The topology control scheme being proposed consists of four 

stages as follows: 

16 



a) Construction of a First-neighbor Routing Table 

The information related to a neighbor node's degree of connectivity is 

available among its first neighbors. The degree of connectivity equals to the 

number of first neighbors of a node. The degree of connectivity is also referred 

as node degree. The neighboring table is then created on the basis of the node 

degree information available. Figure 3.6 shows the node degree for the sample 

configuration of nodes. 

Figure 3.6 Node degree of a sample configuration of nodes. 
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Node Node Degree Node Neighbor Node 

0 5 0 2,9, 10, 11 ,13 

1 2 1 3,4 

2 2 2 0,12 

3 5 3 1,4,5,6,8 

4 3 4 1,6 

5 3 5 3,6,7 

6 3 6 3,4,5 
-

7 2 7 5,8 

8 3 8 3,7,9 

9 2 9 0,8 

10 2 10 0,14 

11 2 11 0,12 

12 2 

13 1 S\ ~ \JER ~ § 
12 2,11 

13 0 

I 14 1 14 10 

Table 3.1 Sample numerical values of node degree. 

b) Selection of a Central Node Based on the Highest Node Degree. 

With the available information of the node degree of the first neighbor nodes, 

one central node is to be elected on the basis of its highest node degree. 

However, to avoid any overlapping rings or sets of strings, a set/ring member 

node that already belongs to any sets of strings or rings is not elected as a 

central node. 

c) Creation of Sets of Strings or Rings of Interconnected First Neighbors 

around a Central Node 

For the sets of string or rings around a central node, one arbitrary set/ring 

member node is initially selected and more interconnected set/ring member 

nodes are being chosen consecutively to the left (counterclockwise) and to the 

right (clockwise) until the string of the given set/ring cannot be expanded any 

further. If the right-most node is interconnected with the left-most node, then a 

ring is created. On the other hand, if the right-most node is not interconnected 

with the right-most mode, then a set is created. 
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Figure 3. 7 Creation of strings or rings of interconnected first neighbors around a 

central node. 

d) Connect the Sets of Strings or Rings to the Central Node. 

The central node connects to the sets of strings or rings on a uniformly 

distributed fashion. This is to avoid unwanted connections of the central node 

to the sets of strings or rings in close proximity to each other on any part of the 

sets of strings or rings. The number of connections to the sets of strings or 

rings from the central node is constrained to the optical sources available per 

node. For our computational experiments, the optical sources are constrained 

to node degree thresholds of 3 or 4 connections. Figure 3.8 shows a resulted 

sample of ring construction. 
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Figure 3.8 Connection of the sets of strings or rings to the central node. -
3.5 Overview of the Computational Experiments for Set/Ring 

Construction Algorithm 
B err 

* 0 * 
To evaluate the performance of the set/ring construction algorithm, 

computational experiments with different size of networks and different 

configurations of connected nodes are considered. The evaluation is specifically 

chosen to study the performance of the sample topology that demonstrates the worst 

case. The worst case topology in concern is one that has only one node in the center 

while there are numerous nodes surround this node for relaying data using the shortest 

path. 

Two sample topologies depicting the aforementioned worst case are considered. 

One is with 7 nodes, and another one is with 31 nodes. The 7-node network is referred 
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as a demo network while the 31-node network is an expansion of the 7-node demo 

network to demonstrate the underwater optical wireless network. 

Figure 3.9 shows the configuration of the 7-node demo network. This sample 

topology is a network consisting of 7 nodes. There is only one node in the center with 

6 other nodes surround this center node forming a hexagon-like topology. 

ROI'. RIE 

Figure 3.9 A sample topology of 7 nodes. 

* 0 * 
Figure 3.10 shows the configuration of the 31-node network. This sample 

topology is a network consisting of 31 nodes. This network is composed of 7 7-node 

demo network. 
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Figure 3.10 A sample topology of 31 nodes. 

ROT 

To evaluate the performance of the ring construction algorithm, 3 scenarios are 

studied for both sample topologies: 

Scenario I: Ring Construction opology Control with Degree Threshold = 3 

Scenario 2: Ring Construction Topology Control with Degree Threshold = 4 

Scenario 3: No topology control implemented 

Figure 3 .11 shows the possible resulting node connections of the 7-node sample 

topology by means of Scenario 1. 
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Node Degree= 3 
Network Diameter= 3 

Figure 3.11 7-node sample topology network connections with degree threshold= 3. 

Figure 3 .12 shows the possible resulting node connections of the 7-node sample 

topology by means of Scenario 2. 

Node Degree= 4 
Network Diameter == 3 

Figure 3.12 7-node sample topology network connections with degree threshold= 4. 

Figure 3.13 shows the node connections of the 7-node sample topology by means of 

Scenario 3. This connectivity indeed represents the sample topology in plain scheme. 
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Node Degree = 6 
Network Diameter= 2 

Figure 3.13 7-node sample topology networ~ connections without topology control. 

Figure 3.14 shows the possible resulting node connections of the 31-node sample 

topology by means of Scenario I. 

Node Degree = 3 
Network Diameter = 7 

Figure 3.14 31-node sample topology network connections with degree threshold= 3. 

Figure 3 .15 shows the possible resulting node connections of the 31-node sample 

topology by means of Scenario 2. 
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Node Degree = 4 
Network Diameter = 6 

Figure 3.15 31-node sample topology network connections with degree threshold= 4. 

Figure 3.16 shows the node connections of the 31-node sample onology by means of 

Scenario 3. This connectivity indeed represents the sample topology in plain scheme. 

Node Degree = 6 
Network Diameter= 6 

Figure 3.16 31-node sample topology network connections without topology control. 

Therefore, total 6 cases of computational experiments are carried out. 

Case 1: 7 Nodes, Set/Ring Construction Topology Control with Degree 

Threshold = 3 

Case 2: 7 Nodes, Set/Ring Construction Topology Control with Degree 

Threshold = 4 
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Case 3: 7 Nodes, No Topology Control 

Case 4: 31 Nodes, Set/Ring Construction Topology Control with 

Degree Threshold =3 

Case 5: 31 Nodes, Set/Ring Construction Topology Control with 

Degree Threshold =4 

Case 6: 31 Nodes, No Topology Control 

3.6 Software Development 

\"ERStr 
The software that is used for the computational experiments is written in Visual 

C++. The source code of the computation of the Set/Ring construction algorithm is 

included in Appendix A.1. The source code of the connectivity matrix for both 7-node 

and 31-node sample topologies is included in Appendix A.2. The source code of the 

sorting of the nodes according to their node degree to select the central nodes is 

included in Appendix A.3. Figure 3.17 shows the flow chart of the software 

implementation. When the software is executed, connectivity matrix for the input 

sample topology is first initialized. The software then checks if topology control is 

required. If topology control is implemented, the set/ring construction algorithm is run. 

The reconfigured connectivity matrix is then formed. In the case that topology control 

is not implemented, the connectivity matrix remains unchanged. Afterwards, an 

arbitrary shortest path for unicast routing is selected for transmission. Once 

transmission completed, the QoS parameters of latency and throughput are calculated 

for the transmissions and the results are stored in the Hard Disk. 
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Figure 3.17 The flow chart of the software implementation. 

3. 7 Connectivity Matrix 

No 

The creation of connectivity matrix in the computational experiment represents 

the full connectivity among all nodes. The initial connectivity matrix characterizes the 

connectivity of a plain scheme with no topology control. The rows i of the 

connectivity matrix, cm, represent arbitrary source nodes for one-hop transmissions 
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among first neighbors and the columns j are the corresponding adjacent destination 

nodes as shown in Figure 3.18 

Columns j 

0 0 0 0 

1 0 1 0 

cm[i][j] Rowi 0 1 0 0 

0 

0 0 1 oj 

Figure 3.18 A schematic view of a connectivity matrix. 

3.8 Unicast Routing 

Unicast routing mode is assumed for the computational experiments. That 

means one source node is connected to one destination node at a time. In the 

computational experiments where a node is composed of 3 or 4 optical sources, only 

one optical source (of 3 or 4) is activated at a time and like that there is only one 

effective queue with its average service rate. Transmission takes term in each time 

slot. In each time slot, there is only one packet being sent out. Figure 3.19 shows the 

transmission in timeslot. 

Figure 3.19 Asynchronous Transmission in timeslot. 
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This allows one to study the worst case of traffic flow that may occur at an edge 

between arbitrary nodes i and j . Assuming that there is only one single path available 

between arbitrary source nodes S and destination nodes D, consider the number of 

source nodes (denoted by Ns) that utilize the path i 7 j for routing, and the number of 

possible destination nodes (denoted by Nd) after traversing the path i7j. The worse 

case of traffic flow that may occur is when the maximum number of Ns and Nd route 

traverse through the said edge i 7 j simultaneously. 

3.9 Delay Calculation 

For simplicity, the delay performance in this context is calculated using the basic 

M/M/1 queuing model[12] with the mean service rate of the single server, µ, and 

ATOTAL = A.1 + A.2 + ... is the total arrival rate at the input of a node based on the sum of 

multiple input flows from adjacent nodes entering into a FIFO queue. The mean delay 

can be expressed as a ratio with respect to a reference flow. A REFERENCE related to the 

flow generated by a single source and is given in an arbitrary unit, a.u. To compute the 

end-to-end delay for different hop number, the mean end-to-end delay per hop is 

calculated with the assumption that the packet servicing capabilities of all the nodes 

are the same. 
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CHAPTER FOUR 

NUMERICAL RESULTS 

The parameters used for the computational experiments are fixed to certain 

acceptable normalized values with respect to a normalized channel rate, R = 1, as 

follows: 

Mean source rate of a single active node, A,= [0,1]; 

A. reference = 1 IN; 

Mean service rate of a server, µ = 1. 

Therefore, a single node will use a small fraction of the available channel bandwidth 

per port. It is to be expected that the increase of the number of nodes follows to a 

rapid congestion for a fixed value of ...1. 

ABO NCIT 

The number of nodes is chosen to 7 and 31 nodes. Nevertheless, the 

computational experiments can be performed for arbitrary number of nodes within the 

range 0-100 where the upper limit arises due to the limited both operational memory 

and processing speed of the computer configurations in use. The shortest path 

algorithm is used for route selection in all computational experiments. 

The computational experiments are based on the following sequence of tasks: 

Topology Related Computations: 

Generation of a connectivity matrix for a sample topology; 

Set/Ring construction algorithm; 
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Choose arbitrary shortest paths for unicast routing; 

Quality of Service (QoS) Calculations: 

Calculate the frequencies of path overlapping on all the edges in the network; 

Calculate the throughput in each edge; 

Calculate the delay per node; 

Calculate the end-to-end delay for all active source-destination pairs; 

Calculate the end-to-end throughput for all active source-destination pairs; 

Calculate the mean end-to-end delay for different hop number; 

Calculate the mean end-to-end throughput for different hop number; 

4.1 Performance of the Sample Topology of 7 nodes 

4.1.1 Connectivity Matrix 

~R l. 

Table 4.1 shows the connectivity matrix of the 7-node sample topology where 

"1" indicates the connectivity of the node i,j and "O" indicates the non-connectivity of 

the node ij. For computational experiment case 3 (no topology control implemented), 

the reconfigured connectivity matrix will remain unchanged as in Table 4.1. 

Neic:IUor Nefckller Neigh11or Neigkllor Neic!Uor Neighhr Neichllor 

NoleO N .. el Note2 Note3 N .. e4 Notes Nole6 

NoteO 0 I I I I I I 

Nole I I 0 1 0 0 0 I 

N .. e2 I I 0 1 0 0 0 

N .. e3 I 0 1 0 1 0 0 

N .. e4 1 0 0 I 0 I 0 

N .. e5 I 0 0 0 I 0 I 

Note6 I I 0 0 0 I 0 

Table 4.1 Connectivity Matrix, cm[i][j], of 7-node Sample Topology (plain scheme). 
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THE ASSUMPTION UNIVERSITY LIBRA .. 

However, for case 2 and case 3 where ring topology control is implemented, the 

initialized connectivity matrix is reconfigured by the set or ring construction 

algorithm. Table 4.2 shows the reconfigured connectivity matrix of the computational 

experiment case 1 (7 nodes, set/ring construction matrix, degree threshold= 3). 

Nelgkller Nelgkllor Nelgkller Nelgkller Neigk!Mr Nelgkbor Nelgkbor 

NodeO Node l Node2 Neie3 Ne4e4 Node5 Node6 

NodeO 0 0 1 0 l 0 l 

Node I 0 0 l 0 0 0 1 

Noie2 l l 0 1 0 0 0 

Node3 0 0 l 0 l 0 0 

Node4 I 0 0 I 0 I 0 

Noie!S 0 0 0 0 I 0 I 

N .. e6 1 1 0 0 0 1 0 

Table 4.2 Ring Connectivity Matrix, ring [i][j], of7-node Sample Topology. 

-
Table 4.3 shows the available physical paths of pairs of nodes where they are not 

located adjacent to each other. 

A • -> 1 : • 2 1 1 
I -> 3 : I It 3 3 
I -> 5 : I It 5 5 
1 -> I : 1 2 I I 
1 -> 3 : 1 2 3 3 
1 -> " : 1 2 • " 
1 -> 5 : 1 6 5 5 
2 -> It : 2 I It It 
2 -> 5 : 2 I It 5 
2 -> 6 : 2 1 6 6 
3 -> • : 3 2 •• 
3 -> 1 : 3 2 1 1 
3 -> 5 : 3 If 5 5 
3 -> 6 : 3 2 1 6 
... -> 1 : " • 2 1 
" -> 2 : .... 2 2 
" -> 6 : " 5 6 6 
5 -> I : 5 It I I 
5 -) 1 : 5 6 1 1 
5 -> 2 : 5 " • 2 
5 -> 3 : 5 4 3 3 
6 -> 2 : 6 • 2 2 
6 -> 3 : 6 .... 3 
6 - > ... : 6 5 " ... 

CIT 

Table 4.3 Sample Available Physical Paths. 

By means of the sequence of computational tasks, delay at each node and edge 
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throughput can be obtained. The edge throughput allows one to uncover the 

bottleneck edges, where the path overlapping results in low throughput. The delay at 

each node points out directly where the congested nodes are in the network. Based on 

delays at each node and edge throughput, the source to destination end-to-end delay 

and source to ~estination end-to-end throughput can be determined accordingly. 

With the sequence of computational tasks, edge throughput, and delay at each 

node are obtained. On the basis of this information, the end-to-end delay and 

end-to-end throughput are determined accordingly. 'Fhe final statistics is concerned 

with the average delay per hop for different hop number and the average throughput 

per hop for different hop number. 

ROT 

ABO IN err 
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4.1.2 Delays in Sample Topology of 7 nodes 

4.1.2.1 Delay at Each Node 

- Delay at Each Node 

Delay at Each Node Delay at Each Node 
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600 
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.!!!. 300 
>. 
(II 

~ 200 

100 

0 
0 2 3 4 5 6 

Nodes 

Figure 4.1 7 Nodes, Threshold 3, Ring 

scheme. 

Figure 4.2 7 Nodes, Threshold 4, Ring 

scheme. 

500 

';" 400 
ai 
;:: 300 
(II 

~ 200 

100 

0 
0 

Delay at Each Node 

2 3 4 5 6 

Nodes 

Figure 4.3 7 Nodes, Plain scheme. 

Figure 4.1, 4.2, and Figure 4.3 show the delays at each node for the sample 

topology of 7 nodes in 3 scenarios. 

Comparing the delays at each node for case 1 (7 nodes, Set/Ring construction 
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algorithm, degree threshold = 3) and case 2 (7 nodes, Set/Ring construction algorithm, 

degree threshold = 4), the overall delays are more or less the same. The highest delay 

is at 540 a.u. while the lowest delay is at 120 a.u. However, the set of nodes that are 

causing more delays are of slight difference. For instance, in case 1, the set of nodes 

that are causing more delays are node 0, 2, and 4 while in case 2, the set of nodes that 

are causing more delays are node 0, 1, and 2. 

Comparing the delays at each node between the network with topology control 

and the network without topology control, both networks of degree threshold = 3 and 

degree threshold = 4 topology control show slightly higher delays than the network 

without topology control in terms of number of nodes that have higher delays. 

However, the delays at some nodes in the networks with topology control are 

occasionally lower, and the delays in the networks with topology control are 

comparable to the delays in the network without topology control. ce 
ABO IN err 
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4.1.2.2. End-to-End Delay 

- End-to-End Delay 

End-to-End Delay 

,.,...........--r--'..~-.... _ __ .. _ .... _ ... _ .. _._,, .. ...._ 
,,..-..- I .... .., 

aoo ----- . ···· -I 
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- 6 
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Destination 

Source 

600 

500 

::i 400 ..... 

.i 
~ 
~ 

End-to-End Delay 

6 

3 
Destination 

Source 

Figure 4.4 7 Nodes, Threshold 3, Ring Figure 4.5 7 Nodes, Threshold 4, Ring 

scheme. 

100 ... 

0 

scheme. 

End-to-End Delay 

Source 

6 

3 
Destination 

Figure 4.6 7 Nodes, Plain scheme. 

Figure 4.4, 4.5 and Figure 4.6 show the source to destination end-to-end delay 

for the sample network of 7 nodes in 3 scenarios. 

Comparing the source to destination end-to-end delay between case 1 (7 nodes, 

Set/Ring construction algorithm, degree threshold= 3) and case 2 (7 nodes, Set/Ring 

construction algorithm, degree threshold= 4), the overall delays are about the same. 
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Comparing the source to destination end-to-end delay in networks with topology 

control and network without topology control, networks with topology control show 

slightly higher delays than the network without topology control. However, the delays 

at some source to destination links are occasionally lower, and the delays in the 

networks with topology control are believed to be comparable to the delays in the 

network without topology control. 

To quantify the overall delays of the network with topology control and without 

topology control, the average delay per hop for different hop number is calculated for 

both 3 scenarios. Figure 4.7, 4.8 and Figure 4.9 show the resulting graphs of the 

calculation. 

AB INCl1 
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4.1.2.3 Average Delay per Hop for Different Hop Number 

-Average Delay per Hop for Different Hop Number 

Average Delay per Hop for Different 
Hop Number 

Average Delay per Hop for Different 
Hop Number 
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Figure 4.7 7 Nodes, Threshold 3, Ring Figure 4.8 7 Nodes, Threshold 4, Ring 

scheme. scheme. 
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Figure 4.9 7 Nodes, Plain scheme. 

Figure 4.7, 4.8 and Figure 4.9 show the average delay per hop for different hop 

number of the 3 scenarios in concern. Figure 4.9 shows that the network configuration 

without topology control is composed of and 1-hop and 2-hop paths while the 

networks with degree threshold = 3 and degree threshold = 4 are both composed of 

maximum 3-hop paths. Comparing the average delays among the 3 scenarios, the 
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network with topology control degree threshold =3 shows the highest average delays. 

The network with topology control degree threshold = 4 outperforms the other two 

network configurations. Although the average delay for 1-hop path in the network 

configuration of degree threshold = 4 shows a slightly higher delays than the average 

delay for 1-hop path in the network without topology control, the average delay for 

2-hop path in the network configuration of degree threshold = 4 shows a slightly 

lower delays than the average delay for 2-hop path in the network without topology 

control. Moreover, the average delay of 3-hop path shows an even lower delay than 

the 2-hop path in the network configuration of degree threshold= 4. 

~ 
~ 

~ "' Q.. ,,_.. 
~ -r-:::> l:a 
(/) R07"H E'L 

~ ~ AB NCIT 
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4.1.3 Throughputs in Sample Topology of 7 nodes 

4.1.3.1 Edge Throughput 

- Edge Throughput 

Edge Throughput Edge Throughput 

E 
6 6 

Node, i Node,; 

Node, j Node, j 

Figure 4.10 7 Nodes, Threshold 3, Ring 

scheme. 

Figure 4.11 7 Nodes, Threshold 4, Ring 

scheme .. ,.... 
Edge Throughput 

IEL 

* 
6 

Node, i 

Node,j 

Figure 4.12 7 Nodes, Plain scheme. 

Figure 4.10, 4.11 and Figure 4 .12 reveal that all 3 scenarios have the same level 

of edge throughput. In all three scenarios, all the edges of the networks show 100% 

edge throughput. The graphs are not the same because each scenario results in 

different number of links in the network. For case 1, the degree threshold is limited to 

3 and therefore resulting in less number of edges. For case 3, there is no limitation on 
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the number of degree threshold. This network configuration results in more number of 

edges. 

4.1.3.2 Average Throughput per Hop for Different Hop Number 

-Average Throughput per Hop for Different Hop Number 

Average Throughput per Hop for 
Different Hop ttimber 
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Figure 4.15 7 Nodes, Plain scheme. 

* 

Figure 4.13, 4.14 and 4.15 reveal that all 3 scenarios have the same level of 

average throughput per hop (100%) for paths with different hop number. However the 

difference between network with topology control and without topology control is 

that all paths in the network without topology control are 1-hop and 2-hop length and 
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the paths in the network with topology control have maximum 3-hop length. And 

these 3-hop paths also prove to provide 100% throughput. 

4.1.4 Frequency of Edge Overlapping 

- Frequency of Edge Overlapping 
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Figure 4.16 7 Nodes, Threshold 3, Ring Figure 4.17 7 Nodes, Threshold 4, Ring 
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Figure 4.18 7 Nodes, Plain scheme. 

Figure 4.16, 4.17 and Figure 4.18 show the frequency of the overlapping paths. 

In the network with topology control, frequency of the overlapping paths is higher due 
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to the fact that there is control in the number of connectivity. In the case without 

topology control, frequency of the overlapping paths equal to 1 for all edges because 

the center node has connectivity with all surrounding nodes. It can be seen that for 

any source to destination links that traverse these higher frequently used paths will 

result in high~r end-to-end delays. 

Considering all the figures shown above one can conclude that the topology 

control implemented in the network with 7 nodes does not have big effects on the 

performance in terms of overall delays and throughputs. This is probably explained by 

the very small size of network. Although the networks with topology control reduce 

the number of connectivity, the resulting delays are only slightly higher and in some 

occasions are lower, and throughputs can still be maintained at the same level as in 

the network without topology control. 

4.2 Performance of the Sample Topology of 31 nodes 

Table 4.4 shows the connectivity matrix of the 3 ~-node sample topology where 

"l" indicates the connectivity of the nodes i,j and "O" indicates the non-connectivity 

of the nodes i,j. 
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Table 4.4 Connectivity Matrix, cm[i]U], of31-node sample topology (plain scheme). 

Table 4.5 shows the reconfigured connectivity matrix of the computational 

experiment case 4 (3 1 nodes, set/ring construction matrix, degree threshold= 3). 
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Table 4.5 Ring Connectivity Matrix, ring [i]U], of 31-node sample topology. 
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4.2.1. Delays in Sample Topology of 31 nodes 

For the network configurations consisting of 31 nodes, only two most 

informative graphs of delays are shown. They are delay at each node and average 

delay per hop for different hop number. 

45 



4.2.1.1 Delays at Each Node 
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Ring scheme. Ring scheme. 
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Figure 4.21 31 Nodes, Plain scheme. 

Figure 4.19, 4.20 and Figure 4.21 show the delays at each node for the 3 

scenarios in concern. Figure 4.19 shows zero delays for a few number of the nodes in 

the network with topology control degree threshold= 3. These nodes are indeed fully 

congested with an infinite delay. However, the rest of the nodes in this network 
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configuration show a moderate delay at 300-400 a.u. range. Although there are no 

nodes showing infinite delays in the network with topology control degree threshold= 

4, a few number of the nodes show a considerable delay at 400-600 a.u. and 1400 a.u. 

level, and the rest of the nodes in this network configuration show a moderate delay at 

300-400 a.u. range. The network without topology control outperforms the other two 

networks with topology control since the delays associated with majority of the nodes 

are in the 100-300 a.u. range. 

Note: The cases with zero delay on all of the delay graphs in this work correspond to 

fully congested nodes (infinite delay). In fact, the negative value (-1) is used to 

represent the fully congested nodes, but the delay graphs are displayed on the positive 

half-line only, which gives the impression of zero delay. 

ABO NCIT 
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4.2.1.2 Average Delay per Hop for Different Hop Number 

-Average Delay per Hop for Different Hop Number 
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Figure 4.22 31 Nodes, Threshold 3, Figure 4.23 31 Nodes, Threshold 4, 
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* 

Figure 4.22, 4.23 and Figure 4.24 show the average delay per hop for different 

hop number of the 3 scenarios in concern. Figure 4.21 reveals that the average delay 

in the network with topology control degree threshold = 3 decreases as the hop 

number increases while the network without topology control is in reverse that the 

delays increase as the hop number increases. It is interesting to find that the average 

delay in the network with topology control degree threshold = 4 increases as the hop 
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number increases initially for paths with I -hop to 5-hop, and the delays decreases 

gradually for paths with 6-hop and 7-hop. This should be explained by the effect of 

the topology control that reduces the number of connectivity of the nodes that have 

higher risk to become hot spot in the network. As a result of constrained number of 

connectivity, _transmission routes become longer; however, the delays caused by the 

prospective congested nodes can be reduced. 
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4.2.2 Throughputs in Sample Topology of 31 nodes 

4.2.2.1 Edge Throughput 
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Figure 4.25, 4.26, and Figure 4.27 show the edge throughput of the 3 scenarios in 

concern. The network with topology control degree threshold = 3 shows that the 

majority of paths have throughput level at the range between 80 - 100%. The 

network with topology control degree threshold= 4 and the network without topology 
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control show that all paths have throughput at I 00% level. 

4.2.2.2 Average Throughput per Hop for Different Hop Number 

-Average Th!oughput per Hop for Different Hop Number 

~ 0 

'5 
Cl. 
..c 
O> 
:::> e 

..c 
I-

Average Throughput per Hop for 
Different Hop Number 

105 

100 

95 

90 

85 

80 
2 3 4 5 6 7 

~ 0 

:; 
Q. 
..c 
O> 
:::> e 

..c 
I-

120 

100 

80 

60 

40 

20 

0 

Average Throughput per Hop for 
Different Hop Number 

2 3 4 5 6 7 

Hop Number Hop Number 

Figure 4.28 31 Nodes, Threshold 3, Ring Figure 4.29 31 Nodes, Threshold 4, Ring 

scheme. scheme. 

Average Throughput per Hop for * Different Hop Number 

120 

';!!. 
'5 80 
a. 
..c 60 O> 
:::J e 40 ..c 
I-

20 

0 
2 3 4 5 

Hop Number 

6 

Figure 4.30 31 Nodes, Plain scheme. 

Figure 4.28, 4.29 and Figure 4.30 show the average throughput per hop for the 3 

scenarios in concern. The network without topology control and the network with 
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topology control degree threshold = 4 show outstanding performance in terms of 

average throughput. Both the paths with low hop counts and the paths with high hop 

counts achieve the throughput at 100% level. Considering the average throughput per 

hop for the network with topology control degree threshold = 3, it is interesting to 

find that the_ average delay per hop decreases and the average throughput per hop 

increases as the hop number increases. This contradicting finding is explained by the 

calculations of the mean value of the delays where the fully congested paths are 

excluded in the calculation. ~~\ '1J [ff S / 1'y 
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~ 
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4.2.3 Frequency of Edge Overlapping 
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From the above graphs of frequency of edge overlapping, one can see the 

frequency of edge overlapping is higher in the network with topology control. It can 

be concluded that the lower the degree threshold the higher the resultant frequency of 

edge overlapping. This is expectable because the degree threshold controls the 

number of connectivity. While there is reduced number of connectivity, overlapping 
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paths increased. While the frequency of overlapping paths is higher in the network 

with degree threshold= 3, it can be seen that the corresponded delays are also higher. 

Considering all the figures related to the performance of the network with 31 

nodes. One can see that with the increase of number of nodes, the congestion level in 

the network increases rapidly. The resulting delays in the networks without topology 

control are slightly higher but still comparable. However, with the topology control 

scheme implemented to reduce the number connectivity to threshold, the 

corresponded end-to-end throughput can still be maintained at the same 100% level. 
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CHAPTER FIVE 

ANALYSIS AND DISCUSSION 

The most important statistical information of delays and throughputs for 

comparisons among different network configuration is to study the mean values for 

different hop number. Figure 5.1 shows the average delay per hop for different hop 

number of the sample 31-node topology. 
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Figure 5.1 The Average Delay per Hop for Different Hop Number of the Sample 

31-node Topology. 

The network with topology control degree threshold = 3 seems to provide the 

least average delay per hop; however, it needs to be mentioned that the mean 

end-to-end delay is calculated by the averaging of non-congested paths only. 

Therefore, the effects of the fully congested nodes that appear in the network with 

topology control degree threshold = 3 are not concerned in calculating the average 

delay per hop. For this reason, it cannot be concluded that the network with topology 
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control degree threshold 3 outperforms the other two network configurations in terms 

of delays. In order to judge the performance among the 3 scenarios, it needs to take 

into concern of the average throughput as well. 

The network with topology control degree threshold = 4 and the network without 

topology control have the same tendency of increased average delay per hop as the 

hop number increases. The average delay per hop in the network with topology 

control degree threshold = 4 is higher than that in the network without topology 

control; however, the difference is not much. They are rather comparable. One 

interesting point here is that the average delays per hop in the network with topology 

control degree threshold = 4 increases as the hop number increases and decreases 

gradually after 6-hop hop number. The average delay per hop for paths with 6 hops 

and 7 hops in the network with topology control degree threshold = 4 eventually have 

the same level of average delay as the paths with 5 hops in the network without 

topology control. This can be explained by the effect of the topology control scheme 

where the reduced connectivity helps alleviate the problem of hot spots causing delays 

in the network and therefore resulting in longer transmission paths. 

Figure 5.2 shows the throughput per hop for different hop number of the sample 

31-node topology. The throughput reduces steadily with the increase of the hop 

number for the network with topology control degree threshold = 3. However, the 

average throughput is still maintained in a relatively high level of 80-90%. The 

average throughput of the network with topology control degree threshold = 4 shows 

the same resultant throughput at 100% level for all paths. 
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Figure 5.2 The Average Throughput per Hop for Different Hop Number of the 

Sample 31-node Topology. 

Since the mean end-to-end delay is calculated by the averagmg of 

non-congested paths only. The mean end-to-end throughput is calculated by the 

averaging of all the paths. In order to observe the peculiarities of hot spots one should 

view the individual edge throughput and node delays as it has been demonstrated in 

Chapter 4. In the three-dimensional graphs shown in Chapter 4, infinite end-to-end 

delays due to congestion are shown with a negative value of (-1 ). One can determine 

the percentage of fully congested paths by simply counting the negative values. 

From the calculations, the percentages of fully congested path for the network 

configuration without topology control, with degree threshold = 4 and with degree 

threshold = 3 are 0%, 0% and 56% respectively. This explains why the average delay 

per hop in the network with topology control degree threshold = 3 decreases as the 

hop number increases, and at the same time, the average throughput per hop in this 

network configuration decreases as the hop number increases. 

From the experiments of different sizes of networks with and without topology 
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control, the statistical information of the delays and throughputs associated with each 

type of network reveal that delays is higher in the networks with topology control 

while the throughputs are almost the same in the networks with and without topology 

control. This is expected because the topology control here is to maintain the stability 

of the network with a very small number of interconnections. 

However, it is found that the delays in the networks with topology control are 

occasionally lower than that of without topology control, especially when the network 

is at higher congestion level. This finding can be verified by changing the lambda 

parameter (which is the mean source rate per single source node) starts from lambda= 

0.01 then gradually increases to 0.09 with a step of 0.02. When the congestion is well 

shown, the percentage of the fully congested nodes indicated by the negative value (-1) 

rapidly increase. The results are shown in Figure 5.3. l:=it 
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Figure 5.3 Average Delay per Hop Number for Different Lambda Value. 

One can see that when the source rate is lower, the average delays in the network 

with topology control are higher than the average delays in the network without 

topology control. When the source rate is at 0.07 and 0.09, the delays of the network 

with topology control (threshold = 4) are occasionally lower than the delays of the 
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network without topology control and the delays are twice lower than that of the 

delays in the network without topology control The possible explanation behinds 

this is that when a network is very congested, the reduction of connectivity to any 

specific node helps alleviate the problem of hot spots causing the increase loss of 

packets and G.Onsequent network failure. 

The statistical information of the source to destination end-to-end delays and 

source to destination end-to-end throughput also reveals that for small size network 

with small number of nodes, whether having topology control or not does not provide 

any difference with respect to the throughputs of the network. However, in the cases 

of bigger size network (for instance, the 31-node network being created for the 

computational experiments), the proposed topology control proves to achieve the 

same level of throughput on the basis of reduced connectivity while maintaining full 

connectivity network. While full connectivity network can be maintained, the 

proposed topology; on the other hand helps alleviate the problem of no-connection 

and leaf nodes in some parts of the network. ti. -. \.. 
9 6 9 o! ~ct>,.,,,~ 
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CHAPTER SIX 

CONCLUSION 

The main contributions of this thesis can be summarized as follows: 

1. A program for numerical evaluation of routing in underwater optical wireless 

network is developed. This program allows one to test the performance of 

arbitrary planar networks on the basis of computational experiments. 

2. The Set/Ring Construction Algorithm is proposed and studied. The Set/Ring 

Construction Algorithm deals with the reductions of connections with any 

specific node in any given network in order to avoid the occurrence of hot 

spots in the network. 

3. The statistical information obtained from the computational experiments of 

different network settings reveals that the proposed Set/Ring Construction 

Algorithm is capable to provide routing stability with a very limited number 

of connections that is required by the underwater optical wireless network. 

Considering the resulting delays and throughputs of the 31-node sample topology 

with topology control degree threshold = 3 and degree threshold = 4, the optimal 

degree threshold for a network size of 31 nodes should be 4 nodes since the network 

with degree threshold = 4 outperforms the network with degree threshold =3 in terms 

of both delays and throughputs. However, the optimal node degree threshold for any 

given size and configuration of networks are not included in this thesis. This study 
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can be considered as an initial attempt to provide computational information for 

further studies. 
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APPENDICES 

A.1 Source Code of Set/Ring Construction Algorithm 

void Ring_ Construction (int mode,int threshold,int N,short **cm, short **ring) 

{ int i,j,k,l,m,p,q,count,cn,dummy,Jeft,right,hopsold,hops,set_no; 

int *nodes, *node_ degree, *sets, *seta, *ring_ member; 

div _t div _result; 

'" ERS/1"}' 
count=O;dummy=O;left=O;right=O;hopsold=O;hops=O; ()A' 

~ 
~ 

nodes=ivector(O,N);node _ degree=ivector(O,N); 

sets=ivector(O,N);seta=ivector(O,N);ring_ member=ivector(O,N); -r-
l:=lt 

II Initialize the ring connectivity matrix 

i=O;while(i<N){j=O;while G<N){ if( cm[i](j] !=O){ cm[i](j]=l ;}ring[i](j]=O;j++;} i++;} 

i=O;while(i<N){j=O; hileG<N){ if( cm[i)[j]>O){ cmfj][i]=cm[i][j]; }j++;} i++;} 

II Sort the nodes according to their node degree to select the central node 

i=O;while(i<N){ nodes[i]=i;node _ degree[i]=O;ring_ member[i)=O;i++;} 

i=O;while(i<N){j=O;while G<N){ if( cm[i)[j] !=O){ node_ degree[i]++;} ;j++;} i++;} 

Shell3( 1 ,N,2,node _ degree-1,nodes- l ,nodes-1 ); 

i=O;while(i<N){j=O;while G<N){if( cm[i][j] !=O){ node_ degree[i]++;} ;j++;} i++;} 

i=O;while(i<N){ cn=nodes[i];set_ no=O; 

II Create sets/ring of interconnected first neighbors around a central node with maximum 

node degree 
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if (node _degree[ cn]>2){ if(ring_member[ en ]==O){j=O;whileG<N){ sets[j]=O;setaQ]=(-1 ); 

if(G!=cn)&&( cm[ cn][j]!=O)&&(node _degree[j]> I )){sets[j]=(- l );}j++;}j=O;while G<N){ 

if <G !=cn)&&(sets[j]==(- l ))){set_ no++;sets[j]=set_ no;ring_ member[j]= 1 ;left=j;right=j; 

hopsold=O;hops=O;count= 1 ;seta[ count]=j;k=O;while (k<N){hopsold=hops; 

ift(k!=cl_'!)&&(k!=left)&&(sets[k ]==(-1 ))){if( cm[k][left]>O){ ring[k][left]= 1; 

ring_ member[k ]= 1 ;left=k;sets[k ]=set_ no;hops++;count++;l=count;while(l> 1) { 

seta[l]=seta[l-1 ];1--;}seta[l ]=k;} }if(right!=left){if((k!=en)&&(k!=right)&&(sets[k]==(-1 ))){ 

if( cm[k ][right ]>O){ ring[k ][right]= 1 ;ring_ member[k ]= 1 ;right=k;sets[k ]=set_ no;hop~++; 

count++;seta[ count]=k;}} } ifthops>hopsold){k=O;} k++;} 

II Connect the ring to the central node 

if ( cm[left][right]>O){ ring[left]( right]=l ;div _result=div( count,2); 

m=div _result.quot+div _result.rem;if(m<l ){ m= 1;} if(m>count){ m=count;} 

ring[ en][ seta[ m ]]= l ;div _result=div( count,threshold);if (div _result.quot>O){ 

p=div _ result.rem;q=m;l= I ;while(l<threshold){ I++; q=q-div _result.quot; 

if (q<l ){ q=count-div _result.quot+ 1 ;}ring[ en][ seta[ q]]= I ;if(l<threshold){ if(p>O){p--;l++; 

q=q-div _result.quot-1 ;if ( q<l ){ q=count-div _result.quot+ 1;} ring( en]( seta( q]]= 1 ;} } } } 

else{l=l ;while(l<=count){ring[cn][seta[l]]=l ;!++;} }k=O;while (k<N){if(sets(k]=set_no) 

{cout<<k<<" ";}k++;}cout<<", "<<en<<" Ring!\n";} 

II Connect the set to the central node 

else{ div _result=div( count,2);m=div _result.quot+div _result.rem;if( m< I) { m= 1 ; } if( m>count) 

{m=count;}ring[cn][seta[m]]=l;} }j++;}}} 

II Connect leaf nodes (degree=l) and relay nodes (degree=2) 

else{j=O;while G<N){ring[cn][j]=cm[cn][j];j++;} }i++;} 
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II Undirected Links 

i=O;while(i<N){j=O;whileU<N){ if(ring[i]fj]>O){ ring[j][i]=ring[i]fj]; }j++;} i++;} 

free_ ivector(ring_ member,O,N);free _ ivector( seta,0,N);free _ivector( sets,O,N); 

free _ivector(node _ degree,0,N);free _ ivector(nodes,O,N);} 

II End Ring 
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A.2 Source Code for Obtaining the Sample Topologies 

void Connectivity _Matrix(int N,short **cm) 

{int ij,dummy;i=O;while(i<=N){j=O;whileU<=N){ cm[i][j]=O;j++;} i++;} 

II Sample Topologies Consisting of 7 and 31 Nodes 

switch (N){ 

case 7: 

cm[O][l ]=I ;cm[0][2)=1 ·cm[0][3]=1;cm[0][4]=1 ;cm[O][S]=l ;cm[0][6]=1; 

cm[ I ][O]=l ;cm[l ][2]=1 ;cm[ I ][6]=1; 

()A' 
cm[2](0]= I ;cm[2][ I]= I ;cm(2](3 ]=I; 

cm[3][0]=1 ;cm[3][2]=1 ;cm(3][4]=1; ~ 
~ -cm[4][0]=1 ;cm[4][3]=1 ;cm[4][5)=1; 

r-
l:::lt cm[S][O)=l ;cm[5][4]=1 ;cm(5][6]=1; 

cm[6][0]=1 ;cm[6][5]=1 ;cm[6][1 ]=I; 
0 El._ 

~ 
break; AB Ncrr 

* ~ 
case 31: * A 

cm[O][l]=l ;cm[0][2]=1 ;cm[0][3]=1 ;cm[0][4]=1 ;cm[O][S]=l ;cm[0][6]=1; 

crn[l ][0]=1 ;crn[l)[2]=1 ;cm[l ][6]=1; 

cm[2][0]=1 ;cm[2][1 ]=1 ;cm[2][3]=1; 

cm[3][0]= I ;cm[3][2]= 1 ;cm[3] [ 4 ]=I; 

cm[4](0]=1 ;cm[4][3]=1 ;cm[4][5)=1; 

cm[ 5)(0)= I ;cm[ 5][ 4 ]=I ;cm[ 5] [ 6]= I; 

cm[6)[0]=1 ;cm(6][5]=1 ;cm[6][1 ]=1; 

crn[7][ 1]=1;cm[7][2]=1;cm[7][13 ]=I ;cm[7][ 18]= I ;cm[7][ 19]= 1 ;cm[7][20 ]=I; 

crn[l ][7]=1 ;cm[ I ][2]=1 ;cm[l ][18]=1; 
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cm[2][7]=1 ;cm[2][1]=1;cm[2][13]=1; 

cm[l3][7]=1 ;cm[l3][2]=1;cm[l3][20]=1; 

cm[l 8][7]=1;cm[l8][1 ]=1;cm[l8][19]=1; 

cm[l 9][7]=1 ;cm[l9][18]= I ;cm[l 9][20]=1 ; 

- cm[20][7]=1 ;cm[20][13]=1 ;cm[20][19]=1; 

cm[8][2]=1 ;cm[8][3]=1 ;cm[8][13]=1 ;cm[8][14]=1 ;cm[8][2 I ]=1 ;cm[8][22]=1; 

cm[2][8]=1 ;cm[2][3]=1 ;cm[2][13]=1; 

cm[3][8]=1 ;cm[3][2]=1 ;cm[3][14)=1; 

cm[l 3][8]=1;cm[l3][2]=1;cm[l3][2 I ]=1; 

cm[I 4][8]=1;cm[14][3]=1;cm[14][22]= 1 ; 

cm[21 ][8)=1 ;cm[2 l][l 3]=1 ;cm[21 ][22]=1; 

cm[22][8)=1 ;cm[22][14]=1 ;cm[22][2 l )= l; 

cm[9][3]= 1;cm[9][4 ]=I ;cm[9][ 14]= 1;cm[9][15]= 1;cm[9][23]=1 ;cm[9][24]=1; 

cm[3][9]=1;cm[3][4]=1;cm[3][14]=1; ~ ~O) 

$\\V 
cm[4][9]=1 ;cm[4][3]=1 ;cm[4][15]=1; 

cm[14][9)=1 ;cm[14][3]=1;cm[l4][23)=1; 

cm[l 5][9]=1;cm[l5][4]=1;cm[l5][24)=1; 

cm[23][9]=1;cm[23][14]=1 ;cm[23][24]=1; 

cm[24 ][9]= I ;cm[24] [ 15 ]=I ;cm[24 ]{23]=1 ; 

cm[l 0][4]=1;cm[I0][5]=1;cm[l0](15]=1;cm[J0][16]=1;cm[l0][25]=1;cm[l0][26]=1; 

cm[4][10]=l;cm[4][5]=1 ;cm[4][15]=1; 

cm[5][1 O]=I ;cm[5][4]=1 ;cm[5][16]=1; 

cm[l5][10)=1;cm[l5][4]=1;cm[l5][25]=1; 
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cm[16][10]=1;cm[l6][5]=1;cm[16][26]= I; 

cm[25][10]=1 ;cm[25][15]=1 ;cm[25][26]=1; 

cm[26][ I O]=l ;cm[26][ 16)=1 ;cm[26][25]=1; 

cm[l 1 ][5]=1;cm[l1 ][6]=1;cm[11 ][16]=1;cm[11 ][17)= I ;cm[ 11 ][27]=1;cm[11 ][28]= I; 

cm[5][11 ]=l ;cm[5][6]=1 ;cm[5][16]=1; 

cm[6][11 ]=l ;cm[6][5]=1 ;cm[6][17]=1 ; 

cm[l6][11 ]=I ;cm[I 6][5]=1;cm[l6][27]=1; 

cm[ 17][ 11 ]= l ;cm[ 17][ 6]= I ;cm[ 17][28]= I ; 

cm[27][11]=1;cm[27][16]= 1;cm[27][28]=1; 

cm[28][ 11]=1;cm[28][17]= 1;cm[28][27]=1 ; 

= t/) ROT 

cm[l2][1 ]=l ;cm[l2][6)=1;cm[l2)[17]=1 ;cm[12][1 8]=1 ;cm[12][29]=1;cm[l 2][30]=1; 

cm[l ][12]=1 ;cm[l][6]=1;cm[l][l8]=1; 

cm[ 6][ 12]= l ;cm[ 6][ l ]= 1;cm[6][ 17]= 1; 

cm[17][12]=1;cm[l7](6]=1;cm[l 7][29]=1; 

cm[18][12]=1;cm[18][1 ]=1;cm[l8][30]=1; 

cm[29][12]=1 ;cm[29][17]=1 ;cm[29][30]=1; 

cm[30][ 12]= 1;cm[30][18]= 1;cm[30](29]=1; 

break; 

69 



A.3 Source Code of Shell Sorting Algorithm 

void Shell3(int MinN,int MaxN,int n,int *x,int *y,int *z) 

{int gap,ij,jg;int xx; 

div _t div _result; 

div _result=div(MaxN-(MinN-1 ),2);gap=div _result.quot; 

while (gap>(MinN-1 )){i=gap;while (i<MaxN){ i++;j=i-gap;while G>O){jg=j+gap; 

if (x[j]>=x[jg]) j=O;else{ xx=x[j];x[j]=x[jg];x[jg]=xx;switch n){ 

case 2: 

xx=y[j];y[j]=y[jg];y[jg]=xx;break; 

case 3: 

xx=y[j];yli]=y[jg];y[jg]=xx; xx=z[j];z[j]=z[jg];z[jg]=xx;break;} }j=j-gap;}} 

div _result=div(gap,2); gap=div _result.quot;}} 
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